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Abstract—Prior to machine learning, businesses would employ a rule-based strategy to identify fraud by 

examining recurring and obvious indicators. Countless fraud scenarios are executed by pure rule-based 

algorithms, which are personally crafted by an individual. The goal of the paper is to create precise deep 

learning and machine learning models for the Green Finance fraud detection. Fraud in real-time transactions 

cannot be detected by conventional rule-based methods. The study tackles the problem of unbalanced data by 

using the PaySim dataset, which replicates mobile transactions. The performance of a number of algorithms 

is assessed, including Random Forests, Recurrent Neural Networks, and K-Nearest Neighbors. To uncover 

hidden patterns in user transactions, the application of long short-term memory models and artificial neural 

networks is investigated. The study talks about difficulties including data cleaning and tweaking 

hyperparameters. The results support the development of more precise and effective fraud detection systems, 

which helps Green Fiannce lower losses and preserve consumer confidence. 

Keywords: Classification of fraud versus non-fraud, Grouping Identification of anomalies, Amount of 

transaction, Frequency of transactions. 
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INTRODUCTION 

A illegal deceit performed by someone acting dishonestly and falsely is called fraud. UK Finance (2019). 

reports that in 2018, unlawful financial fraud losses using checks, payment cards, and remote banking were 

£844.8 million, representing a 16 per cent increase over 2017. Because of COVID-19 and the widespread 

implementation of lockdowns, internet transactions are now even more popular.(Alarfaj et al., 2022). 

Prior to machine learning, businesses would employ a rule-based strategy to identify fraud by examining 

recurring and obvious indicators. Countless fraud scenarios are executed by pure rule-based algorithms, 

which are personally crafted by an individual. Rule-based scenarios now days need to be adjusted much too 

frequently to stay current with security patches. Furthermore, rule-based systems are ineffective when it 

comes to streaming real-time data, which is important for green fianance.(Cui, Yan, & Wang, 2021) . 

However, machine learning may be used to stream data in real time, identify hidden patterns in user 

behavior, and determine the likelihood of fraudulent activity. In comparison to rule-based algorithms, 

machine learning also requires less time. This research aims to create accurate deep learning and machine 

learning models that can compare and prevent fraudulent transactions. To achieve the task, I must: Obtain a 

financial dataset. Eliminate superfluous data fields from the dataset. Identify appropriate metrics to assess the 

model's performance. After testing a number of models, identify the most effective and continue to refine the 

less successful models. (Pumsirirat & Liu, 2018). Unfortunately, because of personal data and General Data 

Protection Regulations, there aren't many publicly available datasets for fraud detection. The PaySim 

simulator created the artificial dataset known as PaySim. It creates a dataset that resembles a normal one 

using a group of private datasets. PaySim is a mobile transaction simulator that uses real-world transaction 

samples. These transactions were taken from several financial logs from an African mobile money provider 

over a period of one month. A global corporation provided the logs, which.  offers mobile financial services in 
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over 14 countries throughout the globe. The dataset, which comprises 11 columns and 6362620 rows, was 

scaled down to one-fourth of its original size (Chaudhary, Yadav, & Mallick, 2012). 

Figure 1: The dataset's column data is shown. 

 

It will be necessary to adjust this severely imbalanced dataset for the models to produce accurate 

predictions. Just 0.13% of transactions are fraudulent, whereas 99.87% of transactions are legitimate. 

Figure 2: Amount of genuine and fraudulent transactions 

FLOW 

A. Steps 

A step connects a time interval to the actual world. One step in this dataset corresponds to one hour. It's a 

30-day simulation with 743 steps in total. 

Figure 3: Total number of steps 

B. Type 

 

Figure 4: Different values in the 'type' column 

 

There exist five distinct categories of transactions: 

Payment is the phrase used to describe a transaction in which a client pays a merchant to get products or 
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services. The recipient's account balance rises (i.e., money is credited to his account)., while the sender's 

account balance falls. TRANSFER: A transaction is referred to as a transfer when money is sent between 

users using a mobile money service platform. CASH_OUT - The merchant acts as an ATM for the clients, 

allowing them to take out cash to lower their account balance. 

CASH_IN: The merchant acts as an ATM for the consumers, allowing them to pay the merchants with cash to 

boost the amount of their accounts. 

DEBIT: A transaction is referred to as a debit when a consumer transfers funds from a mobile money service 

to a bank account. The account balance is decreased in the same way as a CASH_OUT transaction. 

C. Amount 

The amount in local currency that was transacted. 

 

Figure 5: Variations in the 'amount' column values  

LITERATURE REVIEW 

Green Finance use both supervised and unsupervised learning techniques to find fraud in their data. 

Supervised learning is becoming prevalent in several academic fields. To produce predictions, supervised 

learning needs a tagged dataset. On the other hand, unsupervised learning picks up on trends and irregularities 

to determine whether or not a transfer is fake. Deep learning for identifying fraud is evaluating and learning 

from a consumer's patterns and behaviors to determine if a transaction is authentic or fraudulent.(Pumsirirat 

& Liu, 2018). SVM is a solid, quick method that can handle small datasets. In this scenario, it is utilized to 

determine if a transaction is fraudulent or not, maximizing the margin between distinct classes. When there 

are nearly no fraud cases in an imbalanced dataset for fraud detection, Random Forests perform well 

(Chaudhary et al., 2012).  

Depending on the user's behavior level, LSTM models may be used to assess whether a transaction is 

fraudulent or authentic by slicing through the data rather than only focusing on the transaction itself. 

Important data is never lost using this way. LSTM solves the vanishing gradient problem that vanilla RNNs 

face. The RNN weights in the preceding layers are impacted by the vanishing gradient issue. The gradient of 

the loss function approaches 0 when layers employ activation functions. This increases the difficulty of 
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training the network. However, the LSTM models are more challenging to (Dileep, Navaneeth, & Abhishek, 

2021). Since they must do extra calculations to decide whether to keep or reject the data, they are more 

difficult to install and take longer to train. But LSTMs outperform conventional machine learning algorithms 

in terms of accuracy (Gupta et al., 2023).  

The accuracy, sensitivity, specificity, and precision of logistic regression, KNN, and Naïve Bays are 

examined by Awoyemi, (Awoyemi, Adetunmbi, & Oluwadare, 2017).  Logistic Regression was out to be the 

least effective of the three methods. But instead of using the PaySim dataset, it concentrates on accuracy, 

sensitivity, specificity, and precision. It seems sense to start by learning which algorithms may serve as the 

basis for fraud detection.(Al-Hashedi & Magalingam, 2021).  

To fully eliminate fraud detection (Bandyopadhyay, Thakkar, Mukherjee, & Dutta, 2021) suggest 

employing a Stacked-RNN with 12 layers for the PaySim dataset. The RNN’s accuracy is 99.87%, F1-score is 

0.99 and the Mean Squared Error is 0.01. This research is an excellent illustration of an RNN architecture, 

even if Bandyopadhyay and Dutta utilise accuracy, F1-score, and mean squared error to assess the model's 

performance. 

 Accuracy is a terrible statistic in fraud detection because of the accuracy paradox. Additionally, the F1 score 

has a True Positive value ratio of 99%, which is the greatest figure since genuine transactions consistently 

outweigh fraudulent ones, which account for less than 1% of the dataset. Moreover, regression models are the 

main applications for mean squared error rather than categorization (Lakshmi & Kavilla, 2018).  

 When a model misclassifies, MSE does not penalize it as much as it might (Alarfaj et al., 2022). 

In order to ascertain if a transaction is authentic or fraudulent, (Kaur, Pannu, & Malhi, 2019) suggests 

utilizing the algorithms Logistic Regression, Naïve Bayes, Random Forest, and XGBoost. They compare the 

variations using two distinct data segmentation techniques, test-train split and K-folds. Kaur further contrasts 

the various algorithms by their correctness from their study. The maximum accuracy is achieved by XGBoost, 

which is 99.95% (train-test split). and 96.46% (K-fold). In addition, Kaur recommends doing random and 

grid searches to identify the optimal parameters for a given method. Because the research provides the 

optimal settings for the recommended algorithms and makes use of the PaySim dataset, it's an excellent place 

to start. Nevertheless, it ignores relevant measures like the percentage of fraud that has gone unnoticed or the 

False Negative Rate. 

Höppner, Baesens, Verbeke, and Verdonck (2022) analyze various metrics depending on the dataset itself 

and the results of applying the SMOTE method to produce artificially generated fraudulent transactions. 

Furthermore, they offer precise custom metrics—like the financial cost of a fraudulent transaction (assuming 

fraud is committed)., the financial cost of a legitimate transaction that is suspected of being fraudulent, and 
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different weights for values that are true negative, false negative, true positive, and false positive—to assess 

an algorithm's efficacy. This study provides a useful foundation for thinking about appropriate measures to 

take into account when comparing various models. They do not, however, make use of the PaySim dataset 

and instead provide more precise information, including actual statistics and admissions charges.  

If a transaction is questionable, Nordling (2020). advises employing decision trees, random forests, and 

autoencoders to ascertain its authenticity. The Synthetic Minority Oversampling Technique is presented to 

overcome the unbalanced dataset by increasing the number of transactions of the less dominant class until the 

number of data points for both classes is equal. On the other hand, the study used a different dataset with 

AUROC, accuracy, and recall as measurements.(Alarfaj et al., 2022).   

SVM is suggested by Pambudi, Hidayah, and Fauziati as a means of identifying authentic or fraudulent 

transactions. They evaluate the performance of several kernels with varying gammas and C values using the 

following metrics: precision, recall, F1-score, and Area Under Precision-Recall Curve (AUPRC).  However, 

SVM calculation takes a long time, especially for large datasets with lots of columns. A model with the same 

set of parameters may provide completely different findings since the research does not address how their 

data is cleansed. 

 

In general, several research suggest using XGBoost, Random Forest, SVM Logistic Regression, Recurrent 

Neural Network, and Naïve Bayes using measures like AUROC, Accuracy, and Recall. Research utilizing 

customized datasets suggest customized measures that more accurately determine if a model is operating well 

or poorly (Olivas, Guerrero, Martinez-Sober, Magdalena-Benedito, & Serrano, 2009) 

METHODOLOGY 

Measures 

The confusion matrix has to be described before we can talk about the metrics that will be used: 

True Positive (TP).: The number of authentic transactions that were accurately identified as authentic. 

False Positive (FP).: The number of legitimate transactions that were mistakenly identified as fraudulent. This 

demonstrates the number of legitimate transactions that the model rejected because it believed them to be 

fraudulent. The most significant measure is False Negative (FN). It shows the number of fraudulent 

transactions that were assumed to be real. It shows that fraud has happened and has not been identified(Torres 

Berru, López Batista, Torres-Carrión, & Jimenez, 2020). The number of fraud transactions that were 

accurately identified as fraudulent (True Negative, TN). In conventional binary classification, measures like 

accuracy, AUC, F1-score, and so on must be maximized while the loss function must be minimized.  
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One measure that is utilized to predict the accuracy of our model is accuracy. Unfortunately, since there are 

99% legitimate transactions and fewer than 1% fraudulent transactions in this fraud detection dataset, 

accuracy will not be effective. This suggests that for any model, the accuracy will be 99% accurate. The 

accuracy dilemma thus arises. 

 

Accuracy =             TP + TN 

                        TP + TN + FP + FN 

 

Since F1-score emphasizes True Positive values (real transactions). through a mix of accuracy and recall, it 

would not function as effectively. 

 

Percision   =    TP 

TP + FP 

 

Recall(Sensitivity or True Positive Rate). =     TP 

TP + FN 

Specificity(True Negative Rate). =     TN 

TN + FP 

 

F1 Score =  2 x      Percision * Recall 

Percision + Recall 

 

The AUC score would be useless since it only shows the possibility that a selected positive example will 

have a higher projected likelihood of being positive than negative. 

 The AUC score in fraud detection indicates the likelihood that a transaction is authentic as opposed to 

fraudulent. Because fraudulent transactions are insufficient, datasets are typically highly imbalanced, which 

results in every model receiving at least a 0.99 score or even a 1(Torres Berru et al., 2020).  

Since it indicates the potential that a chosen positive example will have a higher anticipated chance of being 

positive than negative, the AUC score would not be helpful(Olivas et al., 2009).  

 The AUC score in fraud detection indicates the likelihood that a transaction is authentic as opposed to 

fraudulent. Because fraudulent transactions are insufficient, datasets are typically highly imbalanced, which 

results in every model receiving at least a 0.99 score or even a 1. 
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Figure 6: An AUC curve example 

 

Consequently, better classification performance is indicated by a larger AUC. AUC (and ROC curves). may 

be overly optimistic when working with severely unbalanced data, as is the situation with fraud detection. An 

illuminating perspective of a classifier's performance is instead offered by the Area under the 

Precision-Recall Curve (AUPRC). For datasets that are imbalanced, meaning that one class—usually the 

positive one—dominates the other, AUPRC is a useful statistic. It is calculated to find the area under the PR 

curve, which shows the degree of agreement between recall and precision. This curve concludes in the bottom 

right corner, when recall and precision are both one, and starts in the top left corner, where recall and accuracy 

are both zero.  The accuracy and recall of the various thresholds are calculated to retrieve the data between the 

start and finish points. 

 

 

Figure 7: An example of a confusion matrix that illustrates how recall and accuracy are produced 

 

Still, the percentage of fraud that the model detects is the most significant measure. This statistic is centered 

on the quantity of transactions that are False Negative. False Negatives are important because they show that 

fraudulent transactions are accepted as real (Karthika & Senthilselvi, 2023). As a result, Green Finance incur 
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losses. False Positives, or legitimate transactions mistakenly believed to be fraudulent, are less important 

since the bank must get in touch with the consumer to confirm them, or the customer can phone the bank to 

confirm that the "suspicious" transaction is being made. The following formula is used to compute the metric: 

Accuracy =  True Positives  + True Negatives  

Total Cases   

Missed Detection Rate = 1−Accuracy 

Missed Detection Rate  =   Total fraud 

FN+TN 

D. Imbalanced Data Techniques 

As was already indicated, in order for the models to produce accurate predictions, the PaySim dataset will 

need to be adjusted due to its extreme imbalance. Just 0.13% of transactions are fraudulent, whereas 99.87% 

of transactions are legitimate. When there is an imbalance in the representation of the classes, it is referred to 

as imbalanced data. When there is an imbalance, the model may entirely overlook the minority class, 

producing erroneous findings. For the model to produce correct predictions, the data must either be under- or 

oversampled, or the class weights must be adjusted.  

E. Random Undersampling 

Using random undersampling, samples from most of the class are chosen at random and removed. Until the 

dominant class has the same quantity of data as the minority class, samples are eliminated. This implies that 

most of the legitimate transactions will be eliminated from the PaySim dataset unless there are an equal 

number of fraudulent and legitimate transactions. Due to data loss, the models will have to work harder to 

learn, which will lower their performance. This may be quite troublesome. This implies that 99 percent of the 

information will be lost. 

F. ClassWeights 

Generally speaking, machine learning algorithms do not account for an unbalanced dataset, which means that 

incorrectly categorising a valid and incorrect example would result in the same penalty. But in unbalanced 

datasets, the penalty for incorrectly categorising a minority class must be greater than the penalty for 

incorrectly classifying a valid case (Torres Berru et al., 2020). The class weight is turned off by default when 

the algorithm is implemented, assigning equal weights to the two classes. The following formula is used to 

determine the weights when the class weight is set to balance: 

Formula =              n_samples  
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                    n_classes * n_samplesj 

 Each class's weight is denoted by wj, where j is the class. 

 ₷n_samples indicates the total number of samples in the dataset. 

 The variable n_classes indicates the total number of unique classes in the dataset. The number of lessons 

in the selected class is denoted by j. 

Data purification 

The dataset has to be enhanced or in an acceptable stage in order to get exact findings. The dataset will be 

much better if noise, missing values, and inconsistent fields are eliminated (Karthika & Senthilselvi, 2023). 

There are 11 columns and 6362620 rows in the dataset. To ensure accurate data cleaning, the following 

inquiries must be addressed: 

Which are the fraudulent transactions? 

There is 0.13% of transactions that involve fraud. Only transactions with the TRANSACTION type of 

TRANSFER or CASH_OUT are susceptible to fraud. We may observe from the second graph that 

TRANSFERs occur four times less frequently than CASH_OUTs. Thus, CASH_IN, DEBIT, and 

PAYMENT. 

Transaction types that do not exhibit fraudulent conduct are eliminated since they are superfluous. 

 

Figure 8: Transactions with fraud and a total number of transactions displayed 

 

II. MODELS 

A. Model 1 

This model is based on a 12-layer recurrent neural network proposed in an article by (Bandyopadhyay et al., 

2021)Nevertheless, they gauge the model's performance using MSE, accuracy, and F1-Score. I'll be 
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employing average precision-recall score, percent of fraud identified, and binary cross entropy in this 

research. The first model that has been suggested is: 

Layer Output 

Shape 

Parameters Activation 

Function 

NormalR

NN 

(NotAny; 

10; 128). 

16640 Sigmoid 

Drop out 0.2 0 NotAny 

NormalR

NN 

(NotAny; 

10; 64). 

12352 Sigmoid 

Drop out 0.2 0 NotAny 

NormalR

NN 

(NotAny; 

10; 32). 

3104 Sigmoid 

Drop out 0.2 0 NotAny 

NormalR

NN 

(NotAny; 

10; 16). 

784 Tanh 

Drop out 0.2 0 NotAny 

Densed (NotAny; 

10; 8). 

136 NotAny 

Densed (NotAny; 

10; 4). 

36 NotAny 

Densed (NotAny; 

10; 2). 

10 NotAny 

Densed (NotAny; 

10; 1). 

3 Sigmoid 

 

Table 1: Model 1's layers 
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 This model has finished two epochs with a 64-batch batch size. The model's training period can be 

accelerated by a larger batch size or prolonged by a smaller batch size.  The model's loss drops to just below 

0.40 after two iterations across the dataset, however its accuracy in transaction identification is lacking. Given 

that there are equal numbers of legitimate and fraudulent transactions in the dataset of 5,524,392 transactions 

(using SMOTE)., it has been able to correctly classify half of the fraudulent transactions as fraudulent and 

incorrectly identify the remaining half as real. Barely has the loss decreased to 40% (Ata & Hazim, 2020). 

 

Figure 9: Model 1's loss over time 

 

 

Figure 10: RNN model 1 (SMOTE). fraud detection and missing 

 

B. Model 2 

Model 1 is an excellent place to start, but with too much data, the model can overlook crucial information. 

This approach addresses the latter issue by utilizing LSTMs. Now, when information moves from one layer to 

the next, it will be taken into account if it adds to the ultimate judgment. 
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Layer Output 

Shape 

Parameter

s 

Activation 

Function 

lstm (NotAny; 

10; 128). 

16640 Sigmoid 

Drop out 0.2 0 NotAny 

lstm (NotAny; 

10; 64). 

12352 Sigmoid 

Drop out 0.2 0 NotAny 

lstm (NotAny; 

10; 32). 

3104 Sigmoid 

Drop out 0.2 0 NotAny 

lstm (NotAny; 

10; 16). 

784 Tanh 

Drop out 0.2 0 NotAny 

Densed (NotAny; 

10; 8). 

136 NotAny 

Densed (NotAny; 

10; 4). 

36 NotAny 

Densed (NotAny; 

10; 2). 

10 NotAny 

Densed (NotAny; 

10; 1). 

3 Sigmoid 

 

Table 2: Model 2's layers 

Similar to the preceding model, this one has used a batch of 64 data to complete two epochs. However, 

because the LSTM layers do extra calculations, model 2 took longer to train. Even with a reduced loss of 

34%, the model's performance is somewhat poorer than the prior model's. Despite having the same average 

precision-recall score of 0.69, Model 2 has incorrectly identified almost half of the fraudulent transactions as 

legitimate. The model maintains its similar performance even with LSTMs. 
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Figure 11: Model 2's loss over time 

 

Figure 12: RNN model 2 (SMOTE). fraud detection and missing (Hazım, 2018) 

C. Model 3 

Since Models 1 and 2 have only covered two epochs, it's possible that they will still be unable to distinguish 

between a legitimate transaction and a fraudulent one. With the exception of having gone through 20 epochs, 

this model is identical to model 1. 

 

Layer Output 

Shape 

Parameter

s 

Activation 

Function 

NormalRN

N 

(NotAny; 

10; 128). 

16640 Sigmoid 

Drop out 0.2 0 NotAny 

NormalRN

N 

(NotAny; 

10; 64). 

12352 Sigmoid 

Drop out 0.2 0 NotAny 

NormalRN

N 

(NotAny; 

10; 32). 

3104 Sigmoid 

Drop out 0.2 0 NotAny 

NormalRN (NotAny; 784 Tanh 
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N 10; 16). 

Drop out 0.2 0 NotAny 

Densed (NotAny; 

10; 8). 

136 NotAny 

Densed (NotAny; 

10; 4). 

36 NotAny 

Densed (NotAny; 

10; 2). 

10 NotAny 

Densed (NotAny; 

10; 1). 

3 Sigmoid 

 

Table 3: Model 3's layers 

 

However, the conclusion is not significantly affected by even more epochs. Even if the loss drops by less 

than 15%, the outcome is the same as the later models. 

 

 

Figure 13: Model 3's loss over time 

 

 

Figure 14: RNN model 3 (SMOTE). fraud detection and missing (Hazım, 2018) 
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D. Model 4 

Model 4 runs through 10 epochs while maintaining the same RNN architecture as Model 2. 

 

Layer Output 

Shape 

Paramete

rs 

Activation 

Function 

lstm (NotAny; 

10; 128). 

16640 Sigmoid 

Drop out 0.2 0 NotAny 

lstm (NotAny; 

10; 64). 

12352 Sigmoid 

Drop out 0.2 0 NotAny 

lstm (NotAny; 

10; 32). 

3104 Sigmoid 

 

Drop out 0.2 0 NotAny 

lstm (NotAny; 10; 

16). 

784 Tanh 

Drop out 0.2 0 NotAny 

Densed (NotAny; 10; 

8). 

136 NotAny 

Densed (NotAny; 10; 

4). 

36 NotAny 

Densed (NotAny; 10; 

2). 

10 NotAny 

Densed (NotAny; 10; 

1). 

3 Sigmoid 

 

Table 4: Model 4's layers 

 

Even with extra epochs included, the LSTM model was still unable to correctly identify fraudulent 
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transactions in situations when the loss was less than 20%. 

Figure 15: Model 4's loss over time 

 

 

Figure 16: RNN model 4 (SMOTE). fraud detection and missing 

CONCLUSION 

For Green Finance to avoid laundering clients' money, fraud detection is essential. Online transactions have 

increased in popularity among us throughout the epidemic, and there is now a greater chance of fraud or 

identity theft. Using the PaySim dataset, this research compares and creates accurate machine learning and 

deep learning models that may be used to identify fraud. Furthermore, several measures for assessing the 

performance of an algorithm are addressed Overall, single-choice algorithms (Gaussian Naïve Bayes, 

Logistic Regression, and Recurrent Neural Networks). do not perform as well as ensemble approaches like 

Random Forest, XG Boost, and K-Nearest Neighbors. RNNs are the quickest in real-time fraud detection, but 

additional testing is needed to create an accurate model that can beat the other methods. SMOTE and class 

weights illustrate the differences and interactions between the algorithms and the data. K Nearest Neighbors 

illustrates the most significant distinction between the two approaches.  

To enhance my writing, I may design a unique loss function for both Traditional Machine Learning and 

Deep Learning. This function will determine the money lost on False Negative transactions, which occur 

when a model incorrectly classifies a transaction. Pay Sim is a mobile money simulator with actual 

administrative charges; thus, this may be difficult. It does not provide any other details you may have about 
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the client. When determining a Green Finance's entire loss from a fraudulent transaction, administrative 

expenses like utilities, insurance, payroll, office space, power, etc. are vital. The whole loss in the event that 

an algorithm incorrectly classifies a transaction is equal to the money lost plus the administrative expenses. 

True negative outcomes, on the other hand, merely incur administrative costs. Secondly, in order to determine 

whether or not the RNN models will get better, they might be evaluated using larger batches and more epochs. 

If there are more epochs or lower batch sizes, the calculation time will rise. 

Another task is to analyse and improve the Deep Learning models that are currently being proposed. To 

create a new RNN model, a great deal of trial and error with various epochs and batch sizes must be done 

throughout the lengthy training process. Moreover, Due to its sequential data learning nature, RNN may not 

be the best model for this dataset.  By analyzing data like how long it takes a customer to navigate between 

pages or even how long they spend entering their card information or browsing the website, the RNN can be 

used to effectively identify patterns in user behavior that could potentially prevent fraudulent transactions 

from happening. Lastly, more than five neighbors can be used to test the K-Nearest Neighbors method. 

Slower algorithms are those that evaluate a larger number of neighbors. 
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