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ABSTRACT  

Wheat is considered as an important production in agriculture. Because it is included 

among the basic necessitates for the human livings. Therefore, the production of wheat is 

important in various field. Especially, in Pakistan there is a need to increase the 

production of wheat because the population is increasing. There are various factors 

effecting on the wheat production. The need is to focus on the factors related to wheat. 

The current study focused on the extraction of factors related to the wheat production. 

Dataset is used from Statistical Bureau of Pakistan consisting of 466 observations in the 

analysis. In which 80% dataset is taken as the train dataset while the 20% is kept as a test 

dataset. 46 predictors related to the yield of wheat is observed with the dependent 

variable as yield of wheat. Econometric issues such as multicollinearity and outliers are 

observed in the dataset. For this purpose, hybrid model of robust estimators and forward 

stepwise regression is used. Among the robust estimators, huber M, hampel M and 

bisquare M is chosen for the comparison purpose. The results showed that the hybrid 

model of forward stepwise and hampel M estimators provide the efficient results in term 

of minimum mean square error (MSE) and mean absolute percentage error (MAPE).  

 

Introduction 

Agriculture is considered as the most important sector in Pakistan as mostly of the 

revenue is gained from this sector in Pakistani economy (Azam and Shafique; 2017). 

Among the agriculture field, wheat is considered as the main crop in production of 
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Pakistan (Sher and Ahmad; 2008). The sowing time period if wheat is from October to 

December and harvesting time period is from March to May in Pakistan (Haider et al., 

2019). For the wheat production, various factors has their own importance such as 

fertilization dose, land type, temperature, environment and such other factors (Haider et 

al., 2019). As the population of the Pakistan is increasing, so there is a need to focus on 

the factors related to the yield of wheat production (Iqbal et al., 2015). Such that the 

production of the wheat can be increased to meet the population requirement at least 

within the country (Iqbal et al., 2015). For the factors identification regarding the wheat 

production, various researchers worked with the statistical techniques to get the actual 

fact and figures (Lobell et al., 2005). Because the forecasting is only possible with the 

updated statistical techniques (Rao et al., 2016).One of the interesting technique used for 

the forecasting purpose is the regression analysis (Javaid et al., 2020). Among the 

regression analysis, Ordinary Least Square (OLS) is one of the simplest technique used 

for the analysis of factors (Javaid et al., 2019).But it provide inconsistent results in case 

of its assumption violation (Gujrati; 2022). In such a situations, various other regression 

techniques are available for the analysis purpose (Karkacier et al., 2006). Among one of 

the useful technique is the robust regression analysis (Javaid et al., 2021). Robust analysis 

provide the efficient result even in the case of assumption violation for OLS (Javaid et 

al., 2019). Also the efficient and consistent results can be obtained in case of outliers are 

present in the dataset (Rousseeuw and Leroy; 2005). Robust regression contains different 

kind of estimators such as M, MM, LTS, R estimators (Li, 1985). Among them, M 

estimators are still have its importance due to providing the efficient estimates as 

compared to other robust estimators (Bellec and Shen, 2022). The researchers are 

working with the hybrid techniques to get the advantage of various techniques in a single 

analysis (Javaid et al., 2020). In the current study, hybrid model selection is done with the 

help of robust and stepwise estimators. Because of the quality of stepwise estimators to 

deal with in case of more variables are involved in the dataset (Johnsson; 1992). The 

contribution of the current study is to develop a Standard Operating Procedure (SOP) to 

obtain the efficient model through the hybrid of stepwise and robust estimators. As no 

research has done yet with the hybrid of stepwise and robust estimators in the agricultural 

field in Pakistan.  

METHODOLOGY 

The study used the hybrid of stepwise and robust estimators. Among the stepwise 

regression, forward estimators are chosen for the analysis purpose due to the large 

number of variables involvement in the dataset. While, for the robust estimators, M 

estimators are selected to deal with the problem of outliers in the dataset. The details of 

the methodology used in this research are discussed as follows. 
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Ordinary Least Square  

OLS is the simple kind of regression analysis used for the identification of significant 

variables (Gujrati; 2022). For the simple linear regression estimators, the model can be 

defined as in equation (1) for the estimation of            

                                                                                                                           

(1) 

The normal equations for the estimation purpose are defined as in equation (2) and (3) 

                                                                    
                                           (2) 

                                                      
            

    
       

 
 

     

     
 
                                              

(3) 

where   and   are the sample means of X and Y and where we define          ) and 

           ). So  

                                      
     

           

    
       

                                                         

(4) 

The ultimate step in equation (4) can be obtained direct from (1) with the aid of easy 

algebraic manipulations. Incidentally, notice that, through utilizing easy algebraic 

identities, formula (three) for estimating β2 may be rather expressed as 

                                         
     

     
 
 

     

   
       

 

The estimators received formerly are called the least square’s estimators, for they are 

derived from the least square’s precept.  

 

STEPWISE ESTIMATORS 

Stepwise regression is a famous facts-mining device that makes use of statistical 

significance to select the explanatory variables to be used in a multiple-regression 

version.  

Efroymson (1960) proposed selecting the explanatory variables for a multiple regression 

version from a set of candidate variables through a chain of automated steps. At every 

step, the candidate variables are evaluated, one after the other, normally using the t 

records for the coefficients of the variables being taken into consideration (Lim et al., 

2020).  
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ROBUST M ESESTIMATORS 

Draper and Smith (1998) defined the procedure for maximum likelihood type estimates 

(M estimates). Instead of minimizing the sum of squared mistakes, the M-estimates seeks 

to minimize a function of the errors as in equation (5) 

                         
  

 
  

          
     

   

 
  

                    (5) 

 

where S is a scale estimate derived from a linear combination of residuals. The function 

calculates how much each residual contributes to the goal function. A reasonable   have 

following properties; 

                                                       
                

  . 
For example,         

  in the least squares estimate. Taking partial derivatives with 

respect to and putting them equal to 0 yields the system of normal equations needed to 

solve this minimization issue as in equation (6) 

                                          
    

   

 
      

                                                                           

(6) 

Where the derivative of the function is chosen depending on the decision on how much 

weight to give outliers. Large outliers are not given as much weight by a monotone 

function as they are by least squares (e.g., a 10 outlier is given the same weight a 3 

outlier). A recursive function raises the weight assigned to an outlier until it reaches a 

certain distance, then drops the weight to 0 as the outlying distance grows. The two 

approaches for solving the M-estimate nonlinear normal equations are Newton-Raphson 

and Iteratively Reweighted Least Squares (IRLS). The normal equation is expressed by 

IRLS as,  

                                                                                                                                                                     

Where W is an n n diagonal matrix of weights in equation (7) 

                                               
  

     
    

 
 

 
     

    
 

 

                                                                                    

(7)                                                                                                            

OLS is commonly used to produce the initial vector of parameter estimations    . 

These parameters estimations are updated by IRLS.  

                                                   
                                                                                                                     

The weights on the other hand are dependent on the residuals which are independent on 

the weights. Iteratively re-weighted least squares is an iterative solution. Among the M 

estimators, Huber M, Hampel M and Tukey Bisquare M estimators are used in this 

research. The weights assigned to each method is discussed as follows (Stuart; 2011). 

 

Huber’s M Estimator  
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                                                          c=1.345 

Hampel M Estimator     

                                         

 
 
 

 
          

     
 

 
           

 
     

 

 
  

   
 

   

 
          

       

                                          

         

              

 
       

   
          

  

                                                

         
 

   
         

          

  

Tukey’s Biweight M Estimator 

                                                
 

 

 
       

 

 
 
 

 
 

                 

                                                   

  

                                                     
 

 
 
 

 
 

                             

                                                  

  

                                                      
 

 
 
 

 
 

                             

                                                  

  

                                                                  c = 4.685 

 

Each of the weighting method has its own properties in providing the efficient results. All 

three methods will be compared in this research and final model will be chosen with the 

most efficient results in the analysis.  

 

RESULTS AND DISCUSSION 

 

Data Collection and Procedure 

 The dataset used for the analysis purpose is taken from Statistical Bureau of 

Pakistan. Total of 466 observations are taken in the analysis. In which, 80% dataset 

consisting of 372 observations are used as a train dataset. While 20% consisting of 94 

observations are kept as a test dataset for forecasting purpose. The 46 predictors related 

to the yield is taken for the analysis purpose. The codes are given to all the included 

variables in the analysis. The list of the codes with their respective names are mentioned 

in Table 1. 
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Table 1: Variables codes and description 

Serial 

No 

Variable Name Variable 

Coding 

1 Year YEAR 

2 Division DIV 

3 District    DIST 

4 Tehsil  TEHSIL 

5 Markaz  MARKAZ 

6 Union  Council UC 

7 Village   VILL 

8 HBNO HBN 

9 Plotno  PN 

10 Field Kanal FK 

11 Field Marla FM 

12 Net Land NL 

13 Gr Name  GRN 

14 Gr Phone GRP 

15 Latitude  LAT 

16 Longitude  LONG 

17 Yield  YIELD 

18 Population of Plants POP 

19 Cut Date CD 

20 Wheat Varity WV 

21 Seed Source  SS 

22 Seed Type ST 

23 Qty Seed (quantity of seed) QTS 

24 Sow Date SD 

25 Sow Mode SM 

26 Gobber GOB 

27 Urea UREA 

28 DAP DAP 

29 Ofert Name OTN 

30 Ofert Qty OQT 

31 Soil Type ST 

32 Irrigation IRR 

33 No Water W (tube well) NWW 

34 No Water Canal (canal) NWC 

35 Start Machine STM 
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36 Sow Machine SME 

37 Cut Machine CM 

38 Wtresidual WTR 

39 Last Crop LC 

40 Seed Treat ST 

41 Atak Animal AA 

42 Atak Pes AP 

43 Atak Weed AW 

44 Spray Pest No SPN 

45 Spray Weed No SWN 

46 Harvest Price HP 

 

Phase I 

      Due to the large number of predictors, forward stepwise regression analysis is used 

for the extraction of significant predictors among all in the model through SPSS software. 

As a result, 6 variables are extracted including POP, UREA, FM, TEHSIL, WTR and 

SPN as mentioned in Table 2. 

 

Table 2: List of the extracted variables by using the forward stepwise regression analysis 

Variable/ Step 1 2 3 4 5 6 

WTR 

p-value 

0.148 

0.000 

0.115 

0.000 

0.121 

0.000 

0.155 

0.000 

0.137 

0.000 

0.141 

0.000 

POP 

p-value 

 0.001 

0.000 

0.001 

0.000 

0.001 

0.000 

0.001 

0.000 

0.001 

0.000 

TEHSIL 

p-value 

  0.050 

0.007 

0.087 

0.000 

0.089 

0.000 

0.087 

0.000 

SPN 

p-value 

   0.146 

0.000 

0.162 

0.000 

0.164 

0.000 

UREA 

p-value 

    0.002 

0.002 

0.002 

0.002 

FM 

p-value 

     -0.004 

 0.037 

 

The results in Table 2 show that all the extracted variables are highly significant with p-

value less than 0.05 and even 0.01. Thus the results are highly significant at 5% and even 

at 1% level of significance.  

 

Phase II 

Multicollinearity is tested among the selected predictors achieved by stepwise regression 

analysis. Correlation matrix is analyzed for the purpose to check multicollinearity among 

predictors in the model as in Table 3.  
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Table 3: Multicollinearity analysis among selected predictor 

 X1 X2 X3 X4 X5 X6 

X1 1.000 -0.056 0.0526 -0.026 0.099 0.033 

X2  1.000 0.357 0.154 0.395 0.053 

X3   1.000 -0.160 0.351 0.167 

X4    1.000 0.267 -0.262 

X5     1.000 -0.263 

X6      1.000 

 

As represented in Table 3, all the correlation coefficients are less than 0.95, thus no 

multicollinearity is diagnosis between the selected predictors (Javaid et al., 2020). After 

multicollinearity test, outlier diagnosis measure is checked through the boxplot analysis. 

Outliers are found in some predictors such as YIELD, POP and WTR.  

 

       
      Figure 1: Boxplot of Yield                                  Figure 2: Boxplot of Tehsil 

 

 

     

Figure 3: Boxplot of Field Marla              Figure 4: Boxplot of Population 
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Figure 5: Boxplot of Urea           Figure 6: Boxplot of Wtresidual 

        
                                Figure 7: Box plot of Spraypestno 

 

In Figures 1-7, the results can be observed for outliers in various predictors. The dots 

outside the boxplot represent the outliers in that variable. 

 

Phase III 

 Due to the presence of outliers in the dataset, robust regression analysis is carried 

out in Phase III for the purpose of getting efficient results. Because the OLS cannot 

perform in case of outliers in the dataset (Gujrat; 2022). For the robust regression 

analysis purpose, Huber M, Hampel M and Tukey Bisquare M is used through R 

software. The results for Huber M are observed in Table 4. 

 

Table 4: Results for the method of Huber-M estimator 

Factors Coefficients p-value Significance 

Intercept -7.399 3.7167e
-05 

 
Significant 

 

TEHSIL 0.079 4.8056e
-06 

Significant 

 

FM -0.004 3.5246e
-02 

Significant 

 

POP 0.001 8.2323e
-05 

Significant 
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UREA 0.002 2.5338e
—03 

Significant 

 

WTR 0.165 9.6036e
-19 

Significant 

 

SPN 0.183 1.1482e
-08 

Significant 

 

 

From Table 4, the final selected model by using the Huber-M estimator regression 

method can be defined as in equation (8) 

                                                      

                                                                                                             (8)                                          

Output of the regression shows that the TEHSIL, FM, POP, UREA, WTR and SPN 

predictor variables are statistically significant because p-value of the predictor variables 

are less than 0.05. There will be 0.0789 unit increase in the yield of wheat by a unit 

increase in Tehsil. The next significant factor is FM, which shows that 0.0036unit 

decrease in the yield of wheat by a unit decrease in FM. By the empirical results, the 

other significant factor is population. This shows the 0.0009-unit increase in the yield of 

wheat by a unit increase in population. That is if one plant will increase, there will be 

0.0009 KG unit increase in the yield of wheat production. Through analysis results, the 

further significant factor is UREA. That shows the 0.0017 KG unit increase in the yield 

of wheat by a unit increase in UREA. There will be 0.1649 KG unit increase in the yield 

of wheat by a unit increase in WTR. The next significant factor is SPN, by the analysis 

results. That shows the 0.1828unit increase in the yield of wheat by a unit increase in 

SPN. 

Second analysis is carried out by using the Hampel M estimator in R software. The 

results are obtained in Table 5. 

 

Table 5: Result for the method of Hampel-M estimator 

Factors Coefficients p-value  Significance 

Intercept -7.786 6.3892e
-05 

Significant 

 

TEHSIL 0.082 1.0940e
-05 

Significant 

 

FM -0.004 3.5131e
-02 

Significant 

 

POP 0.001 1.4765e
-05 

Significant 

 

UREA 0.002 3.1778e
-03 

Significant 

 

WTR 0.158 2.8986e
-15 

Significant 
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SPN 0.181 1.7406e
-07 

Significant 

 

 

From Table 5, the final selected model by using the Hampel-M estimator regression 

method can be defined in equation (9) 

                                                      

                                                                                                              (9)                                                        

Output of the regression shows that the TEHSIL, FM, POP, UREA, WTR and SPN 

predictor variables are statistically significant as p-value of the predictor variables are 

less than 0.05. This shows that 0.0823 unit increase will occur in the yield of wheat by a 

unit increase in Tehsil. The next significant factor is FM, which shows that 0.0039unit 

decrease in the yield of wheat by a unit decrease in FM. By the analysis results, the other 

significant factor is population. That shows the 0.0011-unit increase in the yield of wheat 

by a unit increase in population. That is if one plant will increase, there will be 0.0011 

KG unit increase in the yield of wheat production. Through analysis results, the further 

significant factor is UREA. That shows the 0.0018 KG unit increase in the yield of wheat 

by a unit increase in UREA. There will be 0.1582 KG unit increase in the yield of wheat 

by a unit increase in WTR. The next significant factor is SPN, by the analysis results. 

That shows the 0.1812unit increase in the yield of wheat by a unit increase in SPN.  
In robust regression analysis, Tuckey bisquare is carried out in R software. The results 

are obtained in term of Table 6. 

Table 6: Result for the method of Tukey Bisquare-M estimator 

Factors Coefficients p-value Significance 

Intercept -7.362 8.1970e
-05 

Significant 

 

TEHSIL 0.079 1.2066e
-05 

Significant 

 

FM -0.003 5.3934e
-02 

Non-Significant 

 

POP 0.001 1.1819e
-03 

Significant 

 

UREA 0.002 9.0869e
-03 

Significant 

 

WTR 0.174 3.6497e
-19 

Significant 

 

SPN 0.193 8.1547e
-09 

Significant 

 

 

From Table 6, the final selected model by using the Bisquare-M estimator regression 

method can be defined in equation (10) 
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                                                                                                                            (10)                                                

Output of the regression shows that the TEHSIL, POP, UREA, WTR and SPN predictor 

variables are statistically significant because p-value of the predictor variables are less 

than 0.05. On the contrary, FM is not statistically significant because the p-value is 

greater than 0.05 (Lodhi et al., 2020).  There will be 0.078unit increase in the yield of 

wheat by a unit increase in Tehsil. By the analysis results, the other significant factor is 

population. That shows the 0.0008-unit increase in the yield of wheat by a unit increase 

in population. That is if one plant will increase, there will be 0.0008 KG unit increase in 

the yield of wheat production. There will be 0.0041unit decrease in the wheat yield. 

Through analysis results, the further significant factor is UREA. That shows the 0.0015 

KG unit increase in the yield of wheat by a unit increase in UREA. There will be 0.1744 

KG unit increase in the yield of wheat by a unit increase in WTR. The next significant 

factor is SPN, by the analysis results. That shows the 0.1927unit increase in the yield of 

wheat by a unit increase in SPN. 

 

Comparison with OLS 

For the comparison purpose, OLS is used on the all the selected variables through 

forward regression analysis. The results are observed in Table 7. 

 

Table 7: Result for the method ordinary least square  

Factors  Coefficient  p-value Significance  

Intercept -8.275 7.66e
-05 

Significant 

 

TEHSIL 0.087 1.59e
-05 

Significant 

 

FM -0.004 3.70e
-01 

Non-Significant 

 

POP 0.001 3.40e
-07 

Significant 

 

UREA 

 

0.002 2.20e
-02 

Significant 

WTR 

 

0.141 3.21e
-11 

Significant 

SPN 0.164 1.01e
-05 

 

Significant 

 

From Table 7, the final selected model by using the OLS regression method can be 

defined in equation (11) 
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                                                                                                                             (11)                                                                                                                                                                            

Output of the regression shows that the TEHSIL, POP, UREA, WTR and SPN predictor 

variables are statistically significant because p-value of the predictor variables are less 

than 0.05 (Javed et al., 2022). On the contrary, FM is not statistically significant because 

the p-value is greater than 0.05.  There will be 0.0868unit increase in the yield of wheat 

by a unit increase in Tehsil. By the analysis results, the other significant factor is 

population. That shows the 0.0013-unit increase in the yield of wheat by a unit increase 

in population. That is if one plant will increase, there will be 0.0013 KG unit increase in 

the yield of wheat production. There will be 0.0041unit decrease in the wheat yield by a 

unit decrease in FM. Through analysis results, the further significant factor is UREA. 

That shows the 0.0020 KG unit increase in the yield of wheat by a unit increase in urea. 

There will be 0.1411 KG unit increase in the yield of wheat by a unit increase in WTR. 

The next significant factor is SPN, by the analysis results. That shows the 0.1636-unit 

increase in the yield of wheat by a unit increase in SPN. Overall comparison is done in 

Table 8. 

 

Table 8: Comparison between the results of M-Estimators and OLS  

  Coefficients   

Significance 

Variable 

      

 

OLS 

                    Robust 

 

Huber 

Regression         

 

Hampel                    

Bisqaure 

TEHSIL 0.0868 0.0790 0.0823 0.0787 

FM -------- -0.0036 -0.0039 ------- 

POP 0.0013 0.0009 0.0010 0.0007 

UREA 0.0020 0.0017 0.0018 0.0015 

WTR 0.1411 0.1649 0.1582 0.1743 

SPN 0.1636 0.1828 0.1811 0.1927 

  P-values   

TEHSIL 1.59e
-05

 4.8056e
-06

 1.0940e
-05

 1.2066e
-05

 

FM 3.70e
-01

 3.5246e
-02

 3.5131e
-02

 5.3934e
-02

 

POP 3.40e
-07

 8.2323e
-05

 1.4765e
-05

 1.1819e
-03

 

UREA 2.20e
-02

 2.5338e
--03

 3.1778e
-03

 9.0869e
-03

 

WTR 3.21e
-11

 9.6036e
-19

 2.8986e
-15

 3.6497e
-19

 

SPN 1.01e
-05 

1.1482e
-08

 1.7406e
-07

 8.1547e
-09

 

 

The non-significant factors are already excluded from the final selected model on the 

basis of p-value. OLS excluded one non-significant variable FM from the model. Huber 



Remittances Review 
April, 2024 

Volume: 9, No: 2, pp.3599-3615 
 ISSN: 2059-6588(Print) | ISSN 2059-6596(Online) 

3612                                                                                                                      remittancesreview.com 
 

and Hampel M-estimator included all the significant variables in the model and Bisquare 

excluded one non-significant variable FM to the model. At 5% level of significance, 

TEHSIL, FM, POP, UREA, WTR and SPN are significant in the OLS model. In Huber 

M-estimator six variables are significant, at 5% level of significance. Six variables are 

significant in Hampel M-estimator at five percent level of significance. In Tukey 

Bisquare  

estimator five variables are significant at 5% level of significance. In OLS, the 

coefficients are different as compared to the robust regression analysis. While all the tree 

robust estimators are providing almost the same coefficients in the regression analysis.  

 

Phase IV 

For the efficient model selection, MSE and MAPE are observed for each selected models 

through different kind of estimators. The results can be observed in Table 9. 

 

Table 9:  Results of MSE and MAPE for different estimators 

              MSE       MAPE 

OLS 0.0822 14.64 

HUBER 0.0001 14.63 

HAMPEL 0.0001 14.23 

BISQUARE 0.0002 20.60 

 

Table 8 shows that the MSE is higher in OLS as compared to the robust estimators. 

MAPE is lower for Hampel M estimators as compared to the other estimators (Javaid et 

al., 2020). Thus, the efficient model is selected for the “Yield of wheat” through the 

Hampel M estimators with the significant factors as TEHSIL, YIELD, POP, UREA, 

WTR, FM and SPN. 

The standardized residual graph is observed for the efficient model selection as in Figure 

8 

 

-4 

-3 

-2 

-1 

0 

1 

2 

3 

4 

5 

0 50 100 150 200 250 300 350 400 

St
an

d
ar

d
iz

e
d

 R
e

si
d

u
al

  

Axis Title 

Standardized Plot 



Remittances Review 
April, 2024 

Volume: 9, No: 2, pp.3599-3615 
 ISSN: 2059-6588(Print) | ISSN 2059-6596(Online) 

3613                                                                                                                      remittancesreview.com 
 

                                              Figure 8: Standardized Residual Plot 

 

The graph shows that there are some outlies found in 3 sigma limits thus the final 

efficient selected model through Hampel M estimator can be used for forecasting the 

“Yield of Wheat” through the YIELD, UREA, TEHSIL, POP, WTR, FM and SPN as 

independent variables.  

 

CONCLUSION 

From the obtained results through Phase I to Phase IV, efficient model selection is 

observed through the Hampel M estimators. As the MSE and MAPE are in favor of the 

Hampel M as compared to the other estimators used in this research project. Thus the 

forecasting for the “Yield” can be obtained efficiently by just more focusing on the 

YIELD, UREA, POP, FM, TEHSIL, WTR and SPN variables. 

Robust M-estimators have been applied in the data set of wheat, which have 45 

independent variables and one dependent variable. After stepwise forward regression 

analysis six variables was selected. Correlation matrix and box plots was used to 

analyzed the multicollinearity and outliers respectively. No multicollinearity was 

deducted in the analysis while the boxplot reveals that there are outliers present in the 

dataset. Due to the presence of outliers in the dataset, robust regression was used for the 

purpose of analysis. The approaches proposed in this paper are OLS, Huber, Hampel and 

Bisquares. The comparison results showed that OLS results are not good, so we can not 

rely on it. The findings showed that Hample-M estimators was best model for forecasting 

rather than others. Because its MSE and MAPE was less than others. 
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