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Abstract 

At present, with the development of information technology and computer science, decision trees, random forest quantitative 

research methods and multidimensional research perspectives all play an increasingly important role in linguistic typology 

research. In this paper, we propose four methods to calculate the classification weights of decision trees, including OBB 

evaluation, sample data correlation coefficient evaluation, chi-square evaluation and mutual information evaluation, through 

which the computational classification of a single decision tree is achieved. The final results are then obtained by involving all 

decision trees in the classification, which effectively avoids the problem of overfitting and the relative independence of 

constructing decision trees is suitable for parallel computation to improve the classification efficiency of the model. Based on 

the decision tree model, the cross-linguistic sequential type features within the Indo-European language family are classified. 

The results show that the common correlation coefficient of the decision tree model is 0.85, and the dominant sequential 

information of the random forest model based on the weighted decision tree is exactly the same as that of the dominant 

sequences in WALS, with an accuracy rate of 100%, and can distinguish the languages of each language family within the 

Indo-European family well. This study is well applied to the study of sequential typology and can accurately capture cross-

linguistic sequential features. 

Keywords: decision tree model, OBB evaluation, common correlation coefficient, quantifiers of language order, cross-

lingual, classification efficiency 

Introduction 

The development of Internet technology has changed the way humans communicate, and with 

the successful application of monolingual word vectors in many NLP tasks, the potential of word 

vectors in cross-lingual natural language processing has attracted a lot of attention (Bouraoui, 

Jamoussi, & Hamadou, 2022; Davis & Aid, 2022). The ultimate goal of cross-lingual sentiment 

classification is to classify target language text datasets using sentiment classifiers trained on 

English text datasets and sentiment labels (He et al., 2008; Qiang et al., 2014). The feature 

migration method based on spatial mapping is currently the mainstream approach to solve the 

cross-lingual sentiment classification problem, which trains word vectors on two monolingual 
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datasets separately and uses word alignment to map monolingual word vectors to a shared space, 

thereby generating bilingual text vectors for sentiment classification, and thus requires high 

structural similarity between the two monolingual vector spaces (Dassa, 2012; Li, Cao, & Min, 

2018). However, the performance of the same cross-lingual sentiment classifier in different target 

languages varies greatly due to the structural and syntactic differences between languages (Basu, 

2018; Chen, 2022). And as one of the text pairs with the greatest feature variability, the shared 

space learned using only word alignment does not represent the bilingual text vector well, and 

whether it can accurately reflect the approximation of bilingual text will affect the accuracy of 

cross-lingual sentiment classification (Barbosa et al., 2020; Wang P 2017). 

The literature (A, 2016) explores the multilingual motivational components of Chinese university 

students' choice to learn six non-English second and third public foreign languages and makes 

cross-linguistic comparisons. Literature ("Research on Cross-cultural Communication and 

Language Awareness," 2013) based on artificial intelligence for multimodal cultural 

communication and language communication with more intimacy and storytelling, aiming to 

build a bridge for culture in cross-language communication and pave the way for language in 

cross-cultural communication, so that language and culture can work together to build a 

civilizational chain of international communication. The literature (Wu, Wang, & Wang, 2020) 

proposes a cross-language retrieval method based on multi-task learning, using a text 

classification task as a secondary task, using a shared text feature extraction layer to capture 

feature information of 2 tasks simultaneously so that it learns the feature patterns of different 

tasks, and then inputting the feature vectors into a neural retrieval model and a text classification 

model to complete the 2 tasks respectively. The literature (Zou, Wang, & Zuo, 2010) constructs a 

cross-language information retrieval model based on multilingual ontology, which helps users to 

access information resources in different languages using their familiar languages through this 

model. The literature (Jia et al., 2019) improves the accuracy of cross-lingual sentiment 

classification by narrowing the distribution of bilingual text pairs in the shared space. 

In this paper, we address algorithmic shortcomings such as overfitting easily in most machine 

learning algorithms through a random forest model, using two random processes to construct 

individual decision trees by sampling the training data set and the feature set respectively, which 

makes a difference in the classification ability of the constructed obtained decision trees. The 

shortcomings of decision trees in the classification process are investigated, and the classification 

process of the original decision tree model is studied, and a random forest model with weighted 

decision trees is proposed. Examining the problem of sequence typology from a discrete 

perspective is important for our intuitive understanding of the commonality and types of 

sequence typology, but it also leads to inaccurate descriptions of the unique features of each 

language and ignores the probabilistic nature of sequence features. Examining the quantitative 

features of sequences through a continuous perspective can provide new possibilities for 

sequential typology. Therefore, using both discrete and continuous perspectives can capture the 



511 remittancesreview.com 

Remittances Review 
January, 2023 

Volume: 8, No: 3, pp. 509-524 

ISSN: 2059-6588 (Print) | ISSN 2059-6596 (Online) 

 
 
 

 

features of each level of the sequence more comprehensively and accurately, and reveal linguistic 

commonalities and differences. 

Random forest based on weighted decision tree 

Decision tree model 

Figure 1 shows the diagram of the binary decision tree algorithm model. There are many 

algorithms for building decision trees, but basically they all use a top-down greedy algorithm, 

which eventually forms a tree model containing multiple child nodes with two types of child 

nodes: non-leaf nodes and leaf nodes. 

Root node 

[t0]

Leaf node

[l1]

Leaf node

[l2]

Leaf node

[l3]

Leaf node

[l4]

Leaf node

[l0]

Non-leaf node 

[t3]

Non-leaf node 

[t1]

Non-leaf node 

[t2]

Yes? No?

Yes? No?No?

Yes? No?

 

Figure 1: Two-class decision tree algorithm model diagram 

Random Forest Model 

Figure 2 shows the flow chart of the random forest model construction. In order to avoid 

overfitting, the decision tree needs to be pruned, and excessive pruning will reduce the prediction 

ability of the decision tree. 

Forming a random forest model

 

Decision Tree 2 Decision Tree mDecision Tree 1

Bagging algorithm for data partitioning

Sub-dataset D_1

Sub-feature set T_1

Sub-dataset D_2

Sub-feature set T_2

Sub-dataset D_m

Sub-feature set T_m
 

Training data set D

Feature set T

 

Figure 2: Flow chart of random forest model construction 
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Meta-classifier evaluation basis 

Figure 3 shows the meta-classifier evaluation process. In conducting the assessment of meta-

classifier predictive ability, a variety of assessment bases are used, including out-of-bag prediction 

accuracy, correlation coefficient, cardinality, and mutual information, and these assessment 

criteria can be broadly classified into two types. 

(1) Using out-of-bag data to assess the predictive ability of decision trees, this assessment method 

is for the predictive ability of decision trees as a whole, without caring about the process of 

decision tree construction. 

(2) The assessment of the predictive ability of the decision tree is based on the sample features. 

We know that the original classifier of the random forest model is the CART decision tree, and 

the node selection criterion of the CART decision tree is the Gini index, and in each creation of 

non-leaf nodes, the feature with the smallest Gini index before and after the classification of the 

data set is selected as the node feature attribute to create a new node. feature can obtain the 

largest amount of information when the data is classified, indicating that the feature contributes 

the most to the model prediction. Based on this reason, we first evaluate the importance of each 

feature using the training sample data, and then superimpose the feature importance on the 

decision trees containing different features, and use the superimposed structure as the weight of a 

single decision tree, while the analysis of feature importance can be performed using coefficients, 

cardinality, and mutual information. 

Data pre-

processing
Input data x

Prediction 

Result 

Statistics

Final 

Results

Meta-

classifier

h1(x)

Meta-

classifier

h2(x)

Meta-

classifier

hk(x)

Predicted

result y1

Predicted

result y2

Predicted

result yk

  

 

Figure 3: Meta-classifier evaluation process 

OOB estimation 

Figure 4 shows the OOB estimation process. In the composition of the random forest model 

construction, the decision tree construction and decision tree OOB estimation can be done 

serially, and each decision tree gets a corresponding OBB evaluation value at the same time the 

random forest model is finished construction, so as to assign the weights of the corresponding 

decision trees, for decision tree 
 h x

, define its weighted value as Poob , denoted as: 
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S
P

S
  

        (1) 

Where 
S  is the number of samples correctly predicted by the decision tree using OOB data for 

data prediction, S  denotes the total number of samples involved in the decision tree for OOB 

evaluation, and   is the tuning factor. 

The forest model 
      1 2, , , kh x h x h xL

 is trained and the OOB prediction accuracy 

 1 2, , kp p pK
 of each decision tree is obtained at the same time, then the prediction result of 

the final model can be expressed as: 

  
1

_max | , , 1,2,3 ,
j

i OOB j j i j

k

c c P I h x I I C j k
 

    
 

 K

    (2) 

C  is the set of all category labels, iI
 is the i th category label in the set C , 

  iI h x I
 is the 

indicative function, when the prediction result of decision tree 
 h x

 is category label iI
, the 

indicative function is equal to 1, otherwise it is equal to 0, ip
 is the weighted value of the j th 

decision tree in the training process, ic
 is the weighted result of the i th category label, and the 

final prediction result of the model is which category label is the largest among the total 

weighting obtained by each category label. 

Random Forest Model Construction

Comparison of 

predicted results

Training data set

Test data set
Decision tree voting 

weight division

 

Figure 4: OOB estimation process 

Correlation coefficient 

When calculating the correlation coefficient between two variables, the difference between the 

individual variables and their respective means is first calculated, using the product of the two 

differences as the basis for the calculation of the correlation coefficient. Two variables, x  and 
y

, 
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have statistical data sets 
 1 2, , , kx x x xL

 and 
 1 2, , , ky y y yL

, respectively, then the 

correlation coefficient r  of variables x  and 
y

 can be expressed as: 

  

   

1

2 2

1 1

k

i i

i

k k

i i

i i

x x y y

r

x x y y



 

 



 



 
  (3) 

x  and 
y

 in the above equation are the means of the statistics for variables x  and 
y

, 

respectively. 

For the set of n -dimensional features 
 1 2, , , at t tK

, use the training sample dataset to calculate 

the corresponding set of correlation coefficients 
 1 2, , nr r rK

, use this feature set and this 

training dataset to construct the random forest model 
      1 2, , kh x h x h xK

, and for the 

decision tree 
 h x

 define the weighted values: 

1

m

r j

j

p r


 
      (4) 

The above equation sums the absolute values of the correlation coefficients of all the features 

used to construct the decision tree 
 h x

, where   is the conditioning factor and m  is the 

number of features used to construct the decision tree, because the correlation coefficients 

themselves are relatively small, the weighted values of the decision tree are adjusted appropriately 

by adding the conditioning factor. 

The random forest model 
      1 2, , , kh x h x h xK

 has weighted weights 
 1 2, , , kp p pK

, 

and for any input vector x , the structure of the model prediction is represented as: 

  
1

_max | ,
j

l r i j

k

c c p I h x I I C
 

   
 


  (5) 

Where C  is the set of all classification labels, _r ip
 is the weight of the i rd decision tree 

classifier, 
 I 

 is the schematic function, the number of weighting of each classification label is 

counted in the above equation, and the classification label with the largest number of weighting is 

used as the final output of the prediction structure. 
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Cardinality 

The main function of the chi-square is to compare the correlation between two or more sample 

sizes, giving the correlation between the variables by comparing the agreement between the 

theoretical and actual frequencies of the sample to be analyzed. 

The calculation of the chi-square statistic can be explained by the following formula: 

 
2

2
A T

T





  (6) 

In the above expression, A  denotes the actual distribution frequency of the variable and T  

denotes the theoretical distribution frequency of the variable. The training sample has n  as 

feature 
 1 2, , nt t tK

, and the cardinality verification is first performed on the n -dimensional 

features, and the cardinality value of each feature is calculated 
 2 2 2

1 2, , , n  K
. The random 

forest model constructed using this training sample set can be expressed as 

      1 2, , kh x h x h xK
, and the classification weights of the decision tree 

 h x
 can be 

defined as: 

2

1

m

c j

j

p  


 
   (7) 

The above equation is used as the classification weight of the decision tree by summing the 

cardinality values of all the features involved in the construction of the decision tree 
 h x

, j
 is 

the cardinality value of the features used in the construction of the decision tree and the j  

feature, and   is the tuning factor of the classification parameters. The classification results of 

the data x  are predicted using the constructed random forest model 

      1 2, , , kh x h x h xK
 as: 

  
1

_max | ,
j

i c i j

k

c c p I h x l l C
 

   
 


  (8) 

Where C  is the set of all classification labels, 
 I 

 is the indicative function, 
  1I h x 

 

takes the value of 1 when the prediction result of the decision tree is I , and the opposite takes 

the value of 0. The above expression counts the weighted results of each classification label 

during the training process, and the classification label with the most weighted votes is the final 

prediction result output. 
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Mutual Information 

Mutual information is a measure used in information theory to indicate the strength of 

correlation between two variables. Mutual information reflects the degree of reduction in 

uncertainty of a random variable 
y

 after the appearance of a random variable x , or the increase 

in the amount of information brought about by the appearance of a random variable x . The 

minimum value of mutual information is 0, which means that the appearance of random variable 

x  does not bring any information to variable 
y

, and there is no relationship between random 

variable x  and random variable 
y

, and there is no mutual influence between the two variables. 

The maximum value of mutual information is the entropy of random variable 
y

, which means 

that the appearance of random variable x  can completely eliminate the uncertainty of variable 
y

. 

Two random variables x  and 
y

 are known, then the mutual information of these two variables 

is defined as: 

   
 

   

,
, , log

x y

P x y
I x y P x y

P x P y
  

      (9) 

where 
 ,P x y

 denotes the joint distribution of variable x  and variable 
y

, and 
 P x

 and 

 P y
 are the marginal distributions of variable x  and variable 

y
, respectively. The uncertainty 

of variable 
y

 is described by the entropy of variable 
y

, and the entropy 
 H y

 of variable 
y

 

can be described as: 

     log
y

H y P y P y 
  (10) 

There is an integral theorem that rewrites the mutual information 
 ,I x y

 as: 

     , |I x y H y H y x 
  (11) 

In the above expression, 
 H y

 represents the entropy of variable 
y

, and the higher the 

dispersion of the distribution of variable 
y

, the higher the entropy 
 H y

 of 
y

. 
 |H x y

 

represents the magnitude of the entropy of 
y

 in the case of known variable x . This is known 

from the above expression for the mutual information of random variable x  and random 

variable 
y

. 
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The mutual information reflects the strength of the correlation between two variables and can be 

used as a basis for determining the correlation assessment between a feature and a classification 

label. In practice, there is a training sample set 
 1 2, , , |nx x x yK

 calculated to get the mutual 

information as 
  | , , 1,2, ,iI I I x y i n  K

, and using this training sample for the 

construction of the random forest model to get the classifier as 
      1 2, , , kh x h x h xK

, for 

the decision tree 
 h x

 calculated to get the weights: 

 
1

,
m

I i

j

p I x y


 
  (12) 

In the above expression, the mutual information of all the features involved in the construction 

of the decision tree h(x) is summed by means of summation as a method of calculating the voting 

weight of the decision tree, I(xj,y) is the mutual information of the j rd feature in the feature set 

of this decision tree construction, and  α is the tuning factor. 

  
1

_max | ,
j

i I i j

k

c c p I h x l l C
 

   
 


  (13) 

Where C is the set of all classification labels and P1 is the mutual information classification weight 

of a single decision tree, the above expression counts the weighted training volume obtained 

from all classification labels in this data prediction. 

Typological classification of cross-linguistic sequences within the same language 

family 

Cross-linguistic classification of quantitative features of language order in a discrete 

perspective 

Cross-linguistic classification based on subject-predicate dichotomous order 

Table 1 shows the results of the dominant order of subject and predicate for the 11 Indo-

European languages according to the WALS criterion and their dominant order results among 

the WALS. From the matching of the dominant order extracted from the decision tree model 

with the dominant order of each language in WALS, according to the proportion of SV order 

relations between the subject and the predicate in the treebank, we can find that the proportion 

of SV order relations of the 11 Indo-European interlingual languages varies and is distributed in 

the interval [79.28%, 98.94%], while the proportion of their corresponding VS order ranges from 

[1.06%, 20.72%]. Even the language with the lowest proportion of SV order (Czech) has a 

proportion of SV order (79.28%) that is much more than twice the proportion of its VS order 
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(20.72%). In other words, these 11 languages all have SV order ratios well above 66.67%. 

Therefore, all 11 Indo-European languages can be identified as SV-dominant languages based on 

the cross-linguistic parallel treebank. This result is highly consistent with the dominance order 

information of these languages in WALS, where all 8 languages corresponding to the UD 

treebank are SV dominant languages. The remaining three languages, namely Italian, Spanish and 

Polish, are lacking dominance order in WALS. 

Table 1: Subject-predicate word order relation based on UD data set in cross-language languages 

language 
SV word order 
proportion in tree 
base (%) 

UD 
preponderant 
word order 

WALS Advantage Word Order 
family of 
languages 

Hindi 98.93 SV SV 
Indo-Iranian 
group 

English 96.13 SV SV 
Germanic 
language family 

French 97.56 SV SV 
Roman 
language family 

Portuguese 95.49 SV SV 
Roman 
language family 

Italian 90.84 SV SV 
Roman 
language family 

Spanish 90.23 SV 
Lack of advantageous word 
order 

Roman 
language family 

Russian 84.96 SV 
Lack of advantageous word 
order 

Slavic language 
family 

Swedish 82.87 SV SV 
Germanic 
language family 

German 81.58 SV SV 
Germanic 
language family 

Polish 79.84 SV 
Lack of advantageous word 
order 

Slavic language 
family 

Czech 79.27 SV SV 
Slavic language 
family 

Although the cross-linguistic scale and the corpora used are uneven, the results of the decision-

tree-based dominant order for Italian and Spanish are consistent with the results of this study. 

These results show that the high proportion of SV order in the real corpus of these three 

languages reflects the real use of subject and predicate order. of the dominant inflectional 

information is generally consistent (8/11 = 72.73%). In addition, the chi-square test results 

(p=0.22>0.05) based on 9999 replications of the approximate substitution test indicated that the 

null hypothesis of no significant difference between the two could not be rejected. Thus, the 

above results indicate that the results of dominant order categorization based on the order 

relations of subjects and predicates in the random forest model of weighted decision trees under 

a discrete perspective are highly similar to the information provided in traditional typological 

databases. 
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Cross-linguistic classification based on predicate-object binary order 

Next, we pay attention to the discrete perspective on the order relations between predicate and 

object. 11 cross-linguistic languages based on the dominant order of UD and WALS, as shown in 

Table 2. In this study, we focus on the relationship between predicate and object order in a 

discrete perspective. 11 cross-linguistic languages have a dominant order situation based on UD 

and WALS, for example, the proportion of OV order in Hindi (99.31%) is much higher than 

twice the proportion of VO order (0.69%), so it is classified as an OV dominant language. 

German, on the other hand, has a higher percentage of OV order (58.88%) than VO order 

(41.12%), but not twice as much, so it is a language lacking dominant order. The remaining nine 

languages all have more than twice the proportion of VO order than OV order, and are all 

classified as VO dominant languages. The dominance order information of the above random 

forest model based on weighted decision trees is fully consistent with the dominance order in 

WALS, with 100% accuracy.  

In other words, the results of language categorization based on the dominance order information 

of predicate and object in the decision tree in the discrete perspective are no different from those 

in the traditional database. 

Table 2: Predicate-object order relation based on UD data set in cross-language languages 

language 
Proportion of OV word 
order in tree database 
(%) 

UD preponderant 
word order 

WALS Advantage 
Word Order 

family of 
languages 

Hindi 99.32 OV OV 
Indo-Iranian 
group  

German 58.87 
Lack of 
advantageous word 
order 

Lack of 
advantageous word 
order 

Germanic 
language family 

Czech 21.14 VO VO 
Slavic language 
family 

French 19.18 VO VO 
Roman 
language family 

Spanish 9.76 VO VO 
Roman 
language family 

Russian 9.22 VO VO 
Slavic language 
family 

Portuguese 8.06 VO VO 
Roman 
language family 

Polish 7.34 VO VO 
Slavic language 
family 

Italian 6.37 VO VO 
Roman 
language family 

Swedish 2.68 VO VO 
Germanic 
language family 

English 2.27 VO VO 
Germanic 
language family 
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Cross-linguistic classification of quantitative features of sequences in a continuous 

perspective 

Characterization of the frequency of major binary sequential relations 

The random forest model approach of weighted decision trees to calculate the corresponding 

optimal number of classifications is shown in Figure 5. In addition to counting the frequencies of 

the five sets of major binary sequences in the decision trees of the 11 Indo-European cross-

linguistic languages, we are also concerned with whether we can conduct a feature analysis of the 

Indo-European cross-linguistic languages based on the frequency information of the 

relationships of these five sets of major binary sequences. Before performing the feature analysis, 

an important issue is: We need to find a suitable number of classifications, i.e., the optimal 

number of classifications, so that the whole dataset is classified into n  class to achieve the 

smallest possible variation within the dataset, and the optimal number of classifications based on 

the frequencies of the major ordinal relations of the Indo-European cross-linguistic languages is 

4. 

 

Figure 5: Calculate the corresponding optimal number of clusters 

Figure 6 shows the results of language feature classification based on the frequency of the main 

sequential relations of the cross-linguistic languages. In this study, 11 decision trees of 11 cross-

linguistic languages were classified into 4 categories, and the results are shown in Figure 6. 

The classification results for the cross-linguistic languages of the Indo-European family are very 

good: Slavic languages (Russian, Czech and Polish), Romance languages (Spanish, Italian, 

Portuguese and French), Germanic languages (Swedish, German and English) and Indo-Iranian 

languages (Hindi) can be well classified into one category and are in full agreement with the 

traditional linguistic genealogy classification results. In addition, the common correlation 

coefficient of the decision tree model was 0.85, indicating good classification results. In summary, 

the frequency information of the main sequential relations can well distinguish the languages of 

the various language families within the Indo-European family. 
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Figure 6: Classification results based on cross-linguistic features 

Principal component analysis of the frequency of major binary sequential relations 

Table 3 shows the eigenvalues of the major components of the frequency of major ordinal 

relations across languages. We used principal component analysis to reduce the dimensionality of 

the data to determine the similarity between languages by reducing the five sets of major 

sequences of each language to a few major components. Based on the frequency information of 

the relationship of each major sequence, the contribution value of each major component to the 

language for type differentiation. The number of major components is determined by the 

magnitude of the eigenvalue of each major component, so that the major component with the 

largest eigenvalue is retained. According to the Kaiser criterion, the component with an 

eigenvalue greater than 1 is the principal component. The first, second, and third components 

have eigenvalues greater than 1. Therefore, these three components are the principal 

components, and they explain 87.46% of the variance. 

Table 3: Main eigenvalues of cross-language families 

index 
characteristic 
value 

Variance percentage 
(%) 

Proportion of cumulative variance 
(%) 

PC1 2.04 40.98 40.98 

PC2 1.35 27.15 68.14 

PC3 0.94 18.52 86.67 

PC4 0.62 12.27 98.94 

PC5 0.05 1.05 100 

We plotted the principal component analysis based on the first two major components, see 

Figure 7. We can classify each principal component by the magnitude and direction of the 

coefficients corresponding to each inflectional order combination degree of freedom in the 

horizontal and vertical coordinates. The larger the absolute value of each coefficient, the more 

important the corresponding inflectional order The first principal component has a strong 

positive association with the inflectional order freedom of the preposition-center noun 

inflectional relationship and a strong negative association with the inflectional order freedom of 

the predicate-object inflectional relationship and the subject-predicate inflectional relationship. 
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Similarly, for the second main constituent, the degree of inflectional freedom of the subject-

predicate inflectional relationship and the collar-center noun inflectional relationship are strongly 

negatively associated with it, while the degree of inflectional freedom of the adjective-center noun 

inflectional relationship is strongly positively associated with it. Thus, for the third main 

component, the Romance languages in the blue circle show more freedom and flexibility in the 

adjective-center noun inflectional order, a result that is consistent with the results in Figure 6 

(French, Italian and Spanish rank in the top four in terms of cosine similarity values), which is an 

important reason for the strong differentiation of their typological features. 

 

Figure 7: Principal component analysis based on the degree of freedom of cross-language 

families 

Conclusion 

Based on big data technology and artificial intelligence, a random forest model with weighted 

decision trees is proposed to study and analyze the morphological and syntactic features of 

language and to realize the classification of type features across language sequences. The 

following conclusions can be drawn: 

(1) The match between the dominant order extracted from the decision tree model and the 

dominant order of each language in WALS, according to the proportion of SV order relations 

between the subject and the predicate in the treebank, we can find that the proportion of SV 

order relations of 11 Indo-European cross-linguistic languages varies and is distributed in the 

range of [79.28%, 98.93%], and the proportion range of their corresponding VS order The 

corresponding proportion of VS sequences was [1.06%, 20.72%]. Even the language with the 

lowest proportion of SV order (Czech) has a proportion of SV order (79.27%) that is much more 

than twice the proportion of VS order (20.72%). The results of dominant inflectional order 

categorization based on the inflectional order relations of subjects and predicates in the random 



523 remittancesreview.com 

Remittances Review 
January, 2023 

Volume: 8, No: 3, pp. 509-524 

ISSN: 2059-6588 (Print) | ISSN 2059-6596 (Online) 

 
 
 

 

forest model of weighted decision trees are highly similar to the information provided in 

traditional typological databases. 

(2) Each principal component is classified by the magnitude and direction of the coefficients 

corresponding to each degree of freedom of the combination of inflectional order in the 

horizontal and vertical coordinates. The more important the corresponding order the first 

principal component has a strong positive correlation with the order freedom of prepositional-

central noun order relations, for the second principal component the order freedom of subject-

predicate order relations and collateral-central noun order relations have a strong negative 

correlation with it, and for the third principal component the Romance languages in the blue 

circle show more free and flexible. 
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